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Multiple Choice Questions. Notes:
(1) Please choose only one of the answer choices (a)-(e).
(2) Write down your answers on the scantron answer sheet.

(3) BEach question is worth 5 points.

1. Let {(es, X;)} be a sequence of independent and N(0, Iy, )-distributed random vec-
tors for some % := dim(X;) > 1, and X;; be the jth element of X; for i=1...,k

Assume that Y; is a random variable defined in the following way:
k k 2
Y; = ZX,'J- + (ZXEJ) + e;.
3=1 j=1

Let g(X;) be an arbitrary transformation of X; such that E[(Y; — g(X;))?] is defined,
and g*(X;} be the optimal choice of g(X;) which minimizes E[(¥; — 9(X:))?). Which
of the following is right when &k = 107

(a) Elg*(Xi)] =60

(b} Efg*(X;)] = 80

(©) Efg*(X:)] = 160

(d) Efg*(X:)] = 180

(e) None of the above choices (a)-(d).

2. Let {(X14, X2:)}2, be a sequence of IID random vectors with the distribution:
Xy 99 2 05
~N , :
Xy 89 05 4
Denote X; =n~! Y% | Xy; and X =n-l i1 X2. Which of the following is right
when n = 1007

(a) var[X; + Xs) = 0.160
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(b) var[X; + Xa) = 0.155
(c) var[Xy + X5] = 0.150
(d) var{X; + X5] = 0.070
(e) None of the above choices (a)-(d).

3. Let {Yi}2; be a sequence of independent and t({4)-distributed random variables.

Consider a linear regression:

Y,-=a+e,-,

where o is a parameter, and e; is the error term. Let & be the least squares estimator
of a. Which of the following is right?

(a) E[&] = 0 and var[d] =

(b) E[&] = 0 and varfe] =
(c) E[&] = 0 and var[&] =

i)

e B S B

(d) E{&] = 0 and var[s] =

(e) None of the above choices (a)-(d).

4. Let {X;}2, be a sequence of IID random variables with the probability density

function:

f(z) =exp(—z), for zeR.
Denote 02 := var[X;], X =nl i1 Xi and 62 = n~1Y% (X; -~ X)2. Using a
suitable large-sample method, we obtain that /(4 — o) has the limiting distribution

N(0, ), as n — oo, for some v > 0. Which of the following is right?

(a) k=1
(b) k=2
© k=4
(d) r=8

(e} None of the above choices (a)-(d).
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5. Assume that {¥;}7; and {Z;}}, are two independent sequences of IID random

variables with finite fourth moments. Consider the following two regressions:
Yi=ay +e¢

and
Z; =z + uj,

where ay and ag are parameters, and

()

Denote ¥ := 237 Y and Z == 137 Z, Let () be the quantile function
of N(0,1), and set $~1(0.9) = 1.282, $1(0.95) = 1.645, -1(0.975) = 1.96 and
$-1(0.99) = 2.326. Suppose that we estimate these two regressions using the least
squares method. Which one of the following is the 95% confidence interval of ay +az
implied by a suitable large-sample method when n = 100, X = 0.4 and ¥ = 0.6?
(a) (0.822,1.626)

(b) (0.716,1.426)

{c) (0.608,1.392)

(d) (0.416,2.266)

(e) None of the above choices (a)-(d).

6. Let {X;}%, be a sequence of independent and x?(1)-distributed random variables.

Denote X :=n"! > iy Xi. By Chebyshev’s inequality, we have the result:
P(X <2)2 8,

. for some B € {0,1). Which of the following is right when n = 507

(a) B=095
(b) B=0.96
(c) B =097
(d) B=0.98
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(e) None of the above choices (a)-(d).
7. Let {(e;, X{)}i; be a sequence of IID random vectors with the distribution:
s ])
X; 7 USSR
for some k := dim(X;) > 1. Consider the following regression:
Yi=Xjv+e,

where <y is a vector of regression coefficients, and e; is an error term. Let B2 be the
“uncentered R%” of this regression, based on the least squares method, and B2 be
the probability limit of R? as 1 — co. Which of the following is right?

)

(a) Rz = Ty
(b) B = E7%;
(C) RE = “flp-:_ﬁfy"g X

2 %’Zz
(d) R* 14 ,up.'+)3)-y

(e) None of the above choices (a)-(d).

8. Let {(¥;, Z;)} be a sequence of IID random vector, in which ¥; is a Bernoulli random
variable, and Z; is a random vector with the distribution U (. 8) for some 0 < @ <

B < 1. Consider the following regression:
Yi =77 + e,

for some 0 < 7 < %, and e; is an error term with the property Elei|Z;] = 0. Also,
let § be the skewness coefficient of ¥;. Which of the following is right?

1-g(ep) o ey’

- (a.) 5= (1_1(a;-ﬂ))(1(nr;-ﬁ)(1_ ‘f(a;-ﬁ)))m
(b) S = 1_3(:&“2_4492)"'2(%#&)2
(125720 ) 7 (2ot (1 2(e2)) 7
©) 5= 1—3(1(%*ﬁl)+2(1§5;—32)2

(1+ v(n:;—ﬂ) ) ( 'r(a;%ﬂ) (1_ -v(n;;l-ﬁ*)))Tf
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(e} None of the above choices (a)-(d).

(d) §=

9. Let {X;}2, be asequence of mdependent and N(0, 1)-distributed random variables.
Denote Y, := E"‘ X; — "?n_l ny41-Xi, for some 1y < n. Let Ky(t) be the
cumulant generatmg function of the statistic, with ¢ denoting a real number. Which
of the following is right?

(8) I Knft) = Ind + 2Int + In (2 )
(b) nK,(t)=2Ini+1n (m)

(d) ann(t) = 111 1 + G) lllt +In (ﬁf(rl:—_n'ﬁ)
(e) None of the above choices (a)-{d).

10. Let {X;}® ; be a sequence of independent and N(0, 1)-distributed random variables.

Consider the following variable:

{ X1, =1,

Y=

X+ BXi1, i>1,

for some 8 € (0, 1), and denote the statistic Wy, := £ Y7 | ¥;. Which of the following
is right?

(a) var[Wo] = 5 (1 + (1 + B)(n — 1))

(b) var(Wy] = & (1+ (1 + 8} (n - 1))

(¢) var[Wy] = & (1+ (14 8)%(n — 1) + 26(n — 1)?)

(d) var[Wa] = s (1+ (1 +8)(n— 1) + (1 + )% (n — 1)2)

(e) None of the above choices (a)-{d).
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Piske and Usagi made a big fortune by selling Line stickers. They are planning to invest
the money in the stock market. They are now studying the property of a certain stock
X. They have collected data of monthly returns of X in the past 8 months (r;) and the

corresponding market returns (rr,) as well as the risk-free rates (r 7).

Monthy 72 (%) rm (%) r¢ (%)

1 3 5 2
} 2 5 5 2
3 3 5 2
4 0 -5 2
5 -2 -5 1
6 -6 -5 1
7 10 10 1
8 15 10 1

11. Piske is interested in the systematic risk of stock X and would like to estimate the

following regression:

ot — T =bo+01(Tms — 71) + €2 (1)
Assume that e; ~ I7D(0,02) and that Eles|rms, 7] = 0. Please help Piske estimate
the ordinary least square (OLS) estimates l'J;]O‘Eé and b?”ﬁ .
a. BOLS = 0.011, BOLS — 0,927
b. 695 = 0.025, 5028 = 0.927
¢. B9L3 = 0.011, 0I5 = 0.955
d. bQTS = 0.025, bOLE = 0.955
e. None of the above choices (a)-(d).
12 Usagi learned from his investment class that there should be no intercept in a Cap-

ital Asset Pricing Model. Thus, he plans to perform the following regression using
the Ordinary Least Square (OLS) method:
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Tat —Tft = B(rme —7Tf1) + & (2)

Which of the following statement(s) is (are) correct?

I E[BOLS) = ,.
IL 3. &=0.
HI 3, (Tt — 742)& = 0.
1V. Model (2) should yield a lower centered-R? than model (1).

a. [ and IV.

b. II and III.

c. III and 1V.

d. I and IV.

e. I, 11T, and IV.

13. Piske and Usagi are interested in assessing the goodness-of-fit of the Ordinary Least
Squares (OLS) estimations for the two models above. Let R? represent the centered-
R? for the first model, and R3 represent the centered-R? for the second model. In ad-
dition, let (r;_:? 1)y denote the predicted value of the first model, and (ra:::; it)s
denote the predicted value of the second model. Lastly, let p; denote the sample
correlation coefficient between (rﬁﬂ)l and 7z — 7p¢, and pg denote the sam-
ple correlation coefficient between(r;:—? 7t)s and g — 7. Which of the following

statements is correct?

a pi =p§ =R}
b. p} = o} = R}
c. p{ =R} =R}
d. p§ = R} = R}
e. None of the above choices (a)-(d).
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14. Let’s come back to model (1). Assume that Eletlrms, 7] = 0, but the error term
(e¢) follows the distribution below:

e = pe—1+ &, {pl < 1
&t ~ IID(0, o)

Which of the following statement is correct?

———
b?LS is biased.
b. var(e;) = %g
c. covies,er1) = cov(es, er_3) = 0

d. 895 and 6P will no longer be BUE but just BLUE,

e. None of the above choices {a)-(d).

15. T is a random variable with the following probability density function:
f&)=Be P fort >0

where 8 > 0. The expected value of T is E(T) = %
A sample consisting of n independent realizations of T ({t1,82,- - - , t,}) was collected.
Which of the following statement is correct?

b. m is an unbiased estimator.

C. m is & consistent estimator.

d. m is neither unbiased nor consistent.
e. None of the above choices (a)-(d).
16. Lisa and Gaspard are interested in the NTU Master program in Finance and col-
lect the salary information of their recent alumni. To investigate potential gender

discrimination in the finance industry in Taiwan, they group the observations by

gender and estimate the statistics of their annual salary (in thousand NTD). Denote
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17.

the population mean salary of men as fmen and women 8s pyomen. Assume that
the samples of men and women are distributed independently. Please help Lisa and

Gaspard to conduct hypotheses testing using the sample information below.

sample average salary (¥) sample standard deviation (Sy) n

Men $1,080 $270 30
Women $960 $360 20

Which of the following statement is correct?

a. To examine potential gender discrimination, we may establish a null hypothesis
of Hy : fimen # fwomen.

b. The t-statistic for Hp : tmen = twomen 18 1.271.

¢. The t-statistic for Hy : gpnen = $1,000 is 2.623.

d. The t-statistic for Hp : fiwemen = $1,000 is -1.497.

e. We can reject the null hypothesis that there is no gender discrimination at 5%

significance level.

There are machines A, B, and C in a factory all producing screws. Of their produc-
tion, machines A, B, and C produce 1%, 2% and 4% defective screws respectively. Of
the total production in the factory, machine A produces 50%, machine B produces
25%, and machine C produces 725%. If one screw is selected at random from the

entire screws produced in a day, which of the following is true?

a. The probability that it is defective is 3%.

b. If the selected product is defective, the conditional probability that it was pro-

duced by machine A is ;}.

c. If the selected product is defective, the conditional probability that it was pro-

duced by machine B is %.

d. If the selected product is defective, the conditional probability that it was pro-

duced by machine C is %.

e. None of the above choices (a)-(d).
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18. Chen, Huang, Lin, and Shen (2022,MS) are interested in the causal relationship
between credit supply and growth stability of small enterprises in China. They use
the data from Alibaba and provide the following figures. The horizontal axis shows
the credit scores of the entrepreneurs. The vertical axes are (from left to right) the
probability that the entrepreneurs are granted with credit, the sales growth volatil-
ity one year before the event year, and the sales growth volatility one year after the

event year. Which of the following statement is incorrect?

Probability of Credit Access Sales Growth Volatility (T-1) Sales Growth Velatility (T+1)
=¥ 1 Bwidte 2 2. .
. i . 3 s
3
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460 480 500 520 < a50 a70 480 0 500 #0 an 80 1 =00
Credit Scorg ) CreditScore Creditscore

a. There is a sudden jump in credit access when one’s credit score surpasses 480.
b. There is a sudden drop in the sales growth volatility one year before the bor-

rowing when one’s credit score surpasses 480.

¢. There is a sudden drop in the sales growth volatility one year affer the borrow-

ing when one's credit score surpasses 480.
P

d. The findings suggest that the relationship between credit access and future

growth stability may be causal.

e. If there is a discontinuity in the sales growth volatility one year before the
credit access, we cannot make a causal inference between credit access and

future growth stability.

19. éonsider the following model:

Yi=vYi1+wu
U = pug—q + ¢

&t ~ I1D(0,0?)
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20.

It is known that |y| < 1 and |¢| < 1. We also have a reasonably large T number
of observations. Now, you are planning to run an Ordinary Least Square (OLS)

regression of {Y;} on its lag term {¥;_1 }:
Yi=a+bYi1+e
Which of the following statements is correct?

a. bOLS is an unbiased estimator for .
b. 59L% is biased since there is no intercept in the data generating process for Y;.

¢. bOLS is biased because u; is not stationary.

" 2
d. cov(Yi-1,u) = il—'yéaiil—tﬁzj

e. None of the above choices (a)-(d).
Suppose that a data generating process is as the following:
Yi=a+bX] +e
However, X' cannot be directly observed. There are two observable proxies for X}:

Xa =X +ua
Xig = X + ui
We know that e; ~ N(0,02), XF ~ N(px,6), ui; ~ N(0,1), and usy ~ N(0,3). un

and u;p are also uncorrelated to X7, Y;, €;, and each other.

We now construct two additional regressors:

2 1
Xz = EX:’I + §Xi2

1 4
X = gxil - gXiz

Forn=1,2,3,0r 4, denote @ as the OLS coefficient when we regress Y on X;,,. For

a positive b, which of the following has the largest value?
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