AR - 98

#8 : REH

Mk 2

BirEMAfI0EFERLERLSARA

#

1

A 08

L

1

R

g L HEARANL TESAHLE ) S RBEEAKEZAR -

1. (8%) (7%) Let T be a failure time with support {t1, 82,y tny. .-,y and Xy &P =
tIT > t),i=1,...,n,... Express f(t;) £ P(T =t;) and S(t:) £ P(T > t;) in terms of )ys,

i=1,...,0. ..

2. (15%) Let X and ¥ be mutually independent and continuous random variables with the
corresponding probability density functions fx () and fy(y). Derive the probability density
function of ¥ conditioning on X —Y =0.

3. (7%) (8%) Let X = Rcos® and Y = Rsin &, where R is a positive random variable on
(0, 00), © is a uniform random variable on (0,27), and R and 6 are mutually independent.

Derive the corresponding distributions of X/Y and 2XY/vVX*+Y?.

4. (35%) Let Us, . . ., Un, . .. be independent random variables from Uniform{0, 1) and P{X =
z) = (1/l(e=1)2) j1,23,..}(z) be the probability density function of X. Find the probability
density function of Z = min{U,...,Ux}.

5. (T%) (8%) Let X3,..., Xy, be a random sample from Uniform(, § + 1). Find a minimal

sufficient statistic of  and derive its distribution.

6. (15%) Let X1,..., X, be a random sample from N (i, 62), where p and o® are unknown

parameters. Derive the power function of the size a likelihood ratio test for the hypotheses

Hy: < po versus Ha @ ji > L.

7. (10%) Let Xi,...,Xa be a random sample from a geometric distribution P(X = z) =
p(1 — p)* Uz, }(z) and p have a uniform prior distribution on {0,1). Find the Bayes
estimator of p based on the loss function L(p, (X1, ..., X5)) = (6(X1,..., %) —p)*
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